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2. La riflessione ontologica offre criteri per la riflessione morale e il discernimento etico

Quando utilizziamo l’aggettivo “ontologico”, significa che il discorso si situa sul piano dell’essere di una data cosa, ovverossia sulla sua identità profonda,[footnoteRef:1] su ciò che ne costituisce la natura propria.[footnoteRef:2] [1:  Con “identità” intendo l’insieme delle caratteristiche che definiscono un essente, non il concetto metafisico che esprime la «relazione che ciascuna entità ha con sé stessa e con nessun’altra»: M. CARRARA – C. DE FLORIO – G. LANDO – V. MORATO, Introduzione alla metafisica contemporanea, Il Mulino, Bologna 2021, 59.]  [2:  La differenza e la distinzione tra metafisica e ontologia non sono oggi sempre chiare: cfr. il quadro offerto da P. GILBERT, ontologia, in O. AIME e altri (a cura di), Nuovo dizionario teologico interdisciplinare, EDB, Bologna 2020, 553-558. La mia prospettiva è esattamente quella del pensiero capace d’analizzare e poi di giudicare sinteticamente, “metafisico” od “ontologico” che dir si voglia.] 


2.1. Alcune distinzioni sull’essere delle cose

Riprendiamo una questione già toccata dal prof. Aime, per distinguere ulteriormente (apprendo a voce da Alessandro Mantini queste distinzioni [tra parentesi le mie esplicitazioni]):
· Informazione (trasmissione di un dato: vale per tutti allo stesso modo = DNA, salvataggio di file… è il livello della computazione)
· Interconnessione (macchina-macchina; reti neurali)
· Connessione (uomo-macchina)
· Relazione (uomo-uomo: se non produce cambiamento in entrambi, non è relazione)

2.2. [bookmark: _Hlk193910875]Degradazione ontologica dell’uomo conformato alla macchina

Se è comprensibile che la tecnica tenda ad appiattire tutto sul suo piano, perché quanto non è computabile non le può appartenere, tuttavia limitare la razionalità umana al mero calcolo è riduttivo,[footnoteRef:3] perché rinchiude il tutto nella parte. Ridurre la razionalità umana alla capacità di calcolo costituisce pertanto una degradazione ontologica,[footnoteRef:4] perché all’essere umano appartengono anche capacità superiori.[footnoteRef:5] [3:  Cfr. Y. BERIO RAPETTI, La società senza sguardo. Divinizzazione della tecnica nell’era della teocnocrazia, Mimesis, Milano-Udine 2021, 225.]  [4:  Cfr. É. SADIN, Critica della ragione artificiale. Una difesa dell’umanità, Luiss, Roma 2019, 100-109, in particolare 104, là dove denuncia l’«allineamento delle prestazioni delle persone a quelle dei sistemi».]  [5:  Cfr. M. BENASAYAG, Funzionare o esistere?, Vita e Pensiero, Milano 2019, 52: «Attualmente, la doxa dominante afferma che l’unica differenza tra la macchina e il vivente è di tipo quantitativo e che tale superiorità quantitativa giustifica il dominio della macchina sul vivente».] 

Dunque, la razionalità umana risulta superiore al presunto principio primo della filosofia digitale (o del digitale), che è la computazione (livello dell’informazione), perché la razionalità umana può giudicare e modificare la computazione stessa.[footnoteRef:6] Ciò dimostra che questo principio non è primo, perché non rende conto di qualcosa, come la ragione, che dovrebbe essergli dipendente o quanto meno sussunto (se fosse il principio primo). [6:  È l’idea dell’“homme variable” tratteggiata da M. DOUEIHI, Pour un humanisme numérique, Seuil, Paris 2011, 144-145, che l’autore riprende da P.K. DICK, L’Homme variable, Librairie des Champs-Élysées, Paris 1975. Cfr. M. VITALI ROSATI, Une philosophie du numérique, in Sens public (2011), http://sens-public.org/articles/882/ [doi: 10.7202/1063088ar]: «L’homme variable est un homme capable de s’insérer dans le code pour le changer».] 


2.3. Assurdità della competizione uomo-macchina sul piano naturale

La competizione su un piano generale tra due nature diverse è priva di senso e di prospettive. Non si può mettere un essere umano in competizione con una macchina, o viceversa. Tale competizione è assurda, perché le loro rispettive nature sono incommensurabili, ed è pure stolta, se suscitata volontariamente.
Un supporto digitale, ad esempio, può salvare e ricordare tutto quanto immagazzina, indistintamente; la memoria umana invece seleziona e si scolpisce per mezzo delle esperienze provate, determinando l’identità della persona.[footnoteRef:7] [7:  Cfr. A. GARAPON – J. LASSÈGUE, La giustizia digitale. Determinismo tecnologico e libertà, Il Mulino, Bologna 2021, 134 secondo cui la memoria infallibile dei dati determina «un mondo che non dimentica niente, un mondo senza perdono né possibile redenzione. Siamo qui all’apice del presentismo. […] Non c’è niente di più terribile di una memoria infallibile, e soprattutto di una memoria totale dei nostri errori». Anche M. FERRARIS – G. SARACCO, Tecnosofia. Tecnologia e umanesimo per una scienza nuova, Laterza, Bari-Roma 2023, 88-90 concordano sulla necessità di una teoria per ordinare i dati.] 

Deep Blue e Garry Kasparov possono competere per gioco, a scopi dimostrativi, su un piano particolare; ma non ha senso che lo facciano per sostituirsi l’una all’altro come configurazioni della realtà su un piano più generale.

2.4. Priorità ontologica dell’uomo sulla macchina

Le macchine sanno svolgere molto meglio dell’essere umano determinati compiti. La velocità di analisi dei dati che è loro propria gli consente profilazioni di alto livello. Offrire strumenti non è però porsi come alternativa a chi li deve utilizzare.
La macchina è una macchina e l’essere umano è un essere umano. Sul piano fenomenologico, i due possono risultare indistinti e indistinguibili; ma sul piano ontologico, la differenza è inequivocabile ed evidente. Non bisogna dunque confondere piano ontologico e piano fenomenologico, ritenendo che il digitale possa sovrapporsi in tutto e per tutto all’analogico e placidamente sostituirlo. Non è così, anche qualora la macchina potesse imitare in tutto e per tutto l’essere umano.[footnoteRef:8] Il criterio (ontologico) è: la macchina esiste grazie all’uomo, non viceversa. [8:  La questione non è nuova, se già H. DREYFUS, What Computers can’t do, The MIT Press, Cambridge 1972, 173 scriveva: «human world, then, is prestructured in terms of human purposes and concerns in such a way that what counts as an object, or is significant about an object already, is a function of, or embodies, that concern. This cannot be matched by a computer, for a computer can only deal with already determinate objects». Cfr. ROMELE, Digital Hermeneutics, 137, che commenta ritenendo questa «an essential difference between human beings and computers». Non so dire se all’aggettivo “essential”, cui ricorre l’autore, si possa attribuire una valenza strettamente metafisica in riferimento al concetto classico di essenza; di certo, però, esso ce l’ha. Del resto, come nota BERIO RAPETTI, La società senza sguardo, 201-206, l’uomo che si sviluppa soltanto sul piano materiale tradisce la propria natura. Cfr. anche M. FERRARIS – G. SARACCO, Tecnosofia. Tecnologia e umanesimo per una scienza nuova, Laterza, Bari-Roma 2023, 99-100 circa l’irriducibile differenza di natura tra intelligenza umana e artificiale. Tuttavia, l’argomento pare più basato sull’ironia che non sulla ragione.] 



4. L’umanizzazione (rendere umano l’umano) come criterio di valutazione delle trasformazioni digitali

4.1. Le relazioni nell’era digitale: parlare con gli oggetti

Noi siamo ormai abituati a parlare con gli oggetti: nell’epoca di Alexa, Siri ecc., se la nonna porta la nipotina in parrocchia e dice: “Dai un bacio a Gesù e di’ una cosa carina alla Vergine Maria”, e la statua non risponde, i casi sono tre: la statua è rotta, la nonna è farlocca, Dio non esiste. Perché, se dici a un bambino di parlare ad un oggetto, il bambino si aspetta che l’oggetto risponda!
Questa mutazione culturale non è banale: noi oggigiorno non parliamo attraverso una macchina, noi parliamo con una macchina. Questo cambia radicalmente la macchina e cambia anche me. Perché io, banalmente, mi adeguo alla macchina. Al contrario, invece, ciò di cui io ho bisogno è di essere più umano.

4.2. Le relazioni nell’era digitale: numero anziché densità

Noi viviamo in un’epoca in cui tutto ciò che conta è l’efficienza, l’efficacia, la velocità. Non importa come stai con le persone, non importa con quante persone stai. Importa il numero, perché a una macchina interessano i numeri. La macchina non vede la densità dei numeri. Conta quanti follower hai. Non conta la densità delle relazioni.
Più noi antropomorfizziamo la macchina e la facciamo diventare qualcuno, meno noi diventiamo qualcuno e cresce il nostro orgoglio di aver creato un essere a immagine e somiglianza nostre. Ci illuderemmo di essere stati creatori di un altro da noi simile a noi, nel farci come Dio. Ci illuderemo, perché la macchina non sarà come noi, ma noi, pensando che sia come noi, in realtà diventeremo come lei. E quindi saremo efficienti, saremo efficaci, ma saremo morti.
Lavorare per il bene comune oggi credo che significhi questo: aiutarci a comprendere che la tecnologia può essere al servizio dell’uomo e che l’uomo non deve essere al servizio della tecnologia. Questo significa umanizzare l’uomo.

4.3. Le relazioni nell’era digitale: incapacità di porre domande

Se c’è una cosa che gli scienziati fanno e sanno fare, è farsi domande, sapendo che ci sono vite intere spese nel provare a trovare la risposta a una domanda. Ma i ragazzi di oggi hanno un oggetto che risponde immediatamente a qualunque domanda (perché Google non ti risponde “Questa non la so”); se tu nasci con in testa l’idea che a tutte le domande c’è una risposta, che la risposta arriva in nanosecondi, che atteggiamento hai nei confronti della realtà e della questione del farsi domande?
Youtube e i social media sono dei grandi spacciatori di endorfine: ti danno la risposta prima che tu riesca a renderti conto della domanda. I loro algoritmi hanno come obiettivo renderti dipendente da loro, dunque sono… una droga!
Umanizzare l’uomo che siamo significa liberarci dalle dipendenze.

4.4. Le relazioni nell’era digitale: senza farsi mettere in questione

Chiusi nella loro stanza, in compagnia di soli dispositivi digitali: sono gli hikikomori. Certo, perché la macchina gli dà ragione, gli dice quello che vogliono sentirsi dire, che sono belli e simpatici; perché ChatGPT è costruito per dirci “bravo” a prescindere da tutto.
Gli altri, invece, ti dicono anche cosa non va di te. E questo è un peso, dà fastidio. Ridursi a stare soli con se stessi, perché si ha paura del contatto con l’altro, perché è un essere umano in carne ed ossa che mi mette in discussione, è problematico. Una tecnologia, che mi porta a chiudermi nel mio guscio e ad avere solo relazioni mediate dalla essa, è rischiosa: disumanizza, anziché umanizzare.
Invece, la tecnologia che mi aiuta ad affrontare le fatiche e le difficoltà (cfr. progetto di UniCatt in favore dei malati, presentato qui al corso da Cassandra Serantoni e Alessandro Mantini), mi mette di fronte a me stesso e mi aiuta a tirare fuori le mie risorse: questa è umanizzante!

4.5. In luogo di una conclusione

Evitiamo di elencare i “no” da dire alla tecnologia. Piuttosto, diciamo alla tecnologia dove vogliamo che ci porti. Siamo fiduciosi nella tecnologia, se siamo noi a dominare lei. Se ci porta dove vogliamo noi.
Prendiamo il caso delle possibili applicazioni dei sistemi di intelligenza artificiale nell’ambito della giustizia: un giudizio forense dalla certezza scientifica assoluta è l’obiettivo che si vorrebbe perseguire, per evitare le storture cognitive dell’essere umano, le quali sarebbero eliminate grazie all’esclusione del concorso umano. Però, questo comporterebbe l’eliminazione dell’essere umano, anziché offrirgli un ausilio nell’esercizio di quanto gli appartiene per identità, ossia la capacità di giudizio – e non solo un asettico esercizio della giustizia.[footnoteRef:9] [9:  Cfr. GARAPON – LASSÈGUE, La giustizia digitale, 112-113; SADIN, Critica della ragione artificiale, 103-105, 108, 144, circa l’automazione come progressiva eliminazione dell’umano; A. ROMELE, Digital Hermeneutics. Philosophical Investigations in New Media and Technologies, Routledge, New York 2020, 143-144: «The interpretational gap between humans and digital machines can have no important consequences in fields such as art and cultural production in general. Yet what happens when such a gap manifests itself in other contexts like justice, politics, and economy?». Sulla capacità di giudizio come proprietà essenziale dell’uomo, cfr. nel recente volume di G. CICCHESE – G. CHIMIRRI, Persona al centro. Manuale di antropologia filosofica e lineamenti di etica fondamentale, Mimesis, Milano-Udine 22016, 306 e la relativa bibliografia Ivi, 330-331, e nel più datato ma valido di L. BOGLIOLO, Antropologia filosofica, 1: L’uomo e il suo agire, Pontificia Università Lateranense-Città Nuova, Roma 41977, 324-331 e la relativa bibliografia Ivi, 399-404.] 

Scambiare e confondere piano ontologico e piano fenomenico conduce a gravi contraddizioni: da una parte, si cerca di costruire macchine sempre più simili all’uomo – dunque si antropomorfizzano le macchine – e, dall’altra parte, si vuole far assomigliare l’uomo sempre più alle macchine – ibridandolo e sostituendolo con esse. Così, mentre si umanizza la macchina, si disumanizza l’uomo.[footnoteRef:10] [10:  Cfr. BERIO RAPETTI, La società senza sguardo, 166-168, 173.] 

Al contrario – ed è quello che auspichiamo e vogliamo – la tecnologia può evocare qualcosa che c’è, che è proprio dell’umano in quanto tale, il quale non fiorisce semplicemente perché passano le stagioni, ma fiorisce se c’è un altro da me o qualcosa creato da un altro da me, che mi aiuta a coltivarlo. La tecnologia è buona se fa fiorire l’umano, anziché rattrappirlo e farlo rinsecchire. È buono ciò che rende umano l’umano: questa mi sembra la direzione verso la quale dirigerci e il criterio con cui progettare le macchine.



